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In recent years, the digital landscape has seen a dramatic transformation, marking the
onset of a new era in information accessibility and processing, largely driven by the
swift advancements in deep learning technologies. This particularly impact in the realm
of Optical Character Recognition (OCR), which has experienced a revolutionary change,
echoing the evolution seen in the creation and distribution of multimedia content.
Historically, OCR technology has faced significant challenges similar to those faced by
early speech recognition systems, namely the accurate transformation of diverse textual
content into machine-readable formats. These challenges were primarily due to the
absence of powerful computational tools and sophisticated algorithms needed to manage
the variability in text presentations. During this period, OCR systems were relatively
basic and struggled with intricate layouts, various fonts, and inconsistent print quality,
mirroring the early difficulties in speech recognition with unfamiliar words and
different accents.

The introduction of deep learning marked a crucial turning point. The development and



widespread adoption of powerful Graphical Processing Units (GPUs), along with the
expansion of data storage capabilities via Hard Disk Drives (HDDs) and Solid State
Drives (SSDs), provided the necessary infrastructure for sophisticated computational
tasks. This evolution in hardware, coupled with the exponential growth of big data, has
propelled the advancement of deep learning technologies. Open-source deep learning
frameworks like Tensorflow by Google and Pytorch by Meta (formerly Facebook),
building on NVIDIA's Compute Unified Device Architecture (CUDA), have significantly
enhanced OCR systems' capabilities. These advancements in OCR are reflective of the
progress in speech processing, where deep learning has facilitated more efficient
handling and interpretation of vast volumes of audio data.

Today's OCR technologies, powered by deep learning, demonstrate exceptional
proficiency in accurately detecting and recognizing text from various sources. Modern
systems are adept at handling multilingual text, deciphering handwritten notes, and
processing documents with complex layouts, mirroring recent improvements in speech
ecognition that enable nuanced understanding and interaction with humans. The field
of OCR has benefited from methods such as single-line text detection in multi-line text
blocks and innovative data augmentation techniques for character classification,
improving the accuracy and reliability of these systems. The societal impact of these
advancements in OCR technology is profound. In the business world, OCR systems have
become essential for automating data entry, streamlining document management, and
improving access to historical archives. In education, OCR facilitates the digitization of
materials, making knowledge more accessible. In healthcare, the technology aids in
managing patient records, enhancing the delivery of care.

Moreover, the integration of OCR with other technologies, like natural language
processing and image recognition, opens up new avenues for advanced applications. For
example, combining OCR with natural language processing and retrieval technologies
can significantly improve information retrieval systems, making them more robust and
user-friendly. The evolution of OCR, driven by deep learning and technological
advancements, mirrors a broader trend in the digital age, where data processing and
accessibility are constantly being redefined. As OCR technology continues to evolve, its
integration with emerging technologies is expected to further revolutionize our

interaction with and processing of the vast amounts of information available in our



increasingly digital world.

However, to build a high-performance OCR system with Deep Learning technology, a
large number of data is required. OCR systems that currently exist in the world have
high recognition rates for fonts that because of font training data can be generated
easily. In contrast, handwritten text data must be written by hand by humans, which
requires huge human and financial costs to generate large amounts of data. Today,
there are far more documents containing not only machine printed characters but also
handwritten characters than in the past, and there are all kinds of patterns of machine
printed and handwritten characters, and OCR models based on Deep Learning are
considered the most promising technology to handle them. In order to achieve highly
accurate character recognition, it is also necessary to have a technology that can
accurately detect characters. Due to the influence of digitization, text information
printed on documents has become more complex, and it is difficult to accurately detect
text because a large amount of text is printed on the commonly used A4 size paper,
which is then further handwritten by humans. In particular, even if the characters are
the same, they may be printed on multiple lines in a small area, making the boundary
between characters ambiguous and making character detection more difficult.

The research objectives of this thesis include improving OCR accuracy using Deep
Learning-generated training data, recognizing narrow multi-line characters more
accurately, and developing methods for multi-line text recognition. The study focuses on
the Y-Autoencoder (Y-AE) and CRAFT models, exploring their application in generating
diverse character images and enhancing text detection accuracy. The research also aims
to develop simpler approaches for recognizing characters in multi-line text
environments, expanding the capabilities of deep learning models beyond traditional
one-line recognition methods.

The thesis contributes to text recognition, text detection, and multiple-lines text
recognition. It demonstrates that images produced by a deep learning model can
enhance character image recognizer performance. The introduction of a novel
post-processing method for existing deep learning models improves character
recognition rates, especially for characters with narrow line spacing. The research also
addresses limitations in conventional TrOCR systems, proposing a pre-processing

technique for multi-line character recognition within TrOCR's fixed-size input



constraints.
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