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ASR technology has long been an important field within artificial intelligence. Early
ASR systems used the grammatical rules of human natural language to convert speech
to text. With a large amount of speech and text data being open-sourced,
statistics-based ASR approaches have gradually become mainstream. Traditional
statistical ASR systems first refine the speech signal into acoustic features, then use
Gaussian mixture models and hidden Markov models to model the distributional and
transfer probabilities of acoustic features, and use N-Gram language models to obtain
the contextual probability of human natural language. Finally, these three probabilities
will be combined to obtain the final recognition result.

ASR systems are typically deployed either on a cloud server or an edge device. A
mainstream ASR system comprises two primary components: a DNN model and an ASR
decoder. DNN models require substantial computational resources during the forward
stage, while ASR decoders generally consume significant memory. Consequently, ASR

systems are often deployed on cloud servers, benefiting from advanced computational



chips and ample, cost-effective memory capacity. On the cloud side, the main emphasis
of ASR systems is on identifying DNN models with enhanced accuracy. Nevertheless,
considering the occasional unavailability of communication networks and the need to
protect users’ private information from being uploaded to server databases, deploying
ASR systems on edge devices becomes essential. Because this necessitates robust
hardware computational power and memory capacity to efficiently run the ASR system,
this is particularly challenging when deploying ASR systems on low-end devices.
Therefore, the research on cloud-side ASR systems primarily focuses on developing
model structures that are optimized for various devices.

Taking into account the advantages of both the device-side and cloud-side ASR system
he workflow of a complete, deployable ASR system, which is currently popular, unfolds
as follows:

1. Capture the speech signal with a microphone on the device side.

2. For more complex tasks, such as speech conversion and online navigation, the speech
signal is uploaded via the communication network to a remote server. Subsequently, the
cloud ASR system processes the signal to obtain recognition results, which are then
relayed back to the device.

3. For simpler tasks, such as activation via a wake-up word and speech commands, or
when network communication is unavailable, or user data is not allowed to be uploaded,
the recognition result is obtained directly using the device-side ASR system.

This study explores optimization approaches for both cloud-side and device-side ASR
systems, respectively. For cloud-side ASR system, I propose a toolkit for developing
real-time ASR systems in a cloud environment. As previously mentioned, an ASR
system comprises a DNN model and an ASR decoder. Kaldi, one of the most popular
ASR toolkits, offers integrated functions for building DNN models and decoders.
However, since Kaldi is developed in C++, it poses challenges in debugging model
structures and training strategies. Conversely, the flexibility of the Python language
has led to its widespread use in deep learning frameworks like PyTorch and TensorFlow,
which have fostered a proliferation of advanced neural network models. Consequently,
ASR researchers are keen on finding convenient methods to integrate DNN models
trained with Python-based deep learning frameworks into decoders built using Kaldi’s

C++ framework. I propose a comprehensive toolkit that encompasses all essential



functions required to establish a complete real-time ASR pipeline. This includes
recording speech signals, extracting acoustic features, transmitting over networks,
processing with DNN models, and decoding. The toolkit is designed for ease of
integration, allowing developers to seamlessly incorporate their custom models and
decoding graphs. Additionally, it supports feature mixing and the integration of
denoising models.

For the device-side ASR system, I propose a lightweight ASR system, which includes
a novel DNN model structure and an enhanced decoding algorithm. Recently, as edge
devices increasingly integrate Al applications, manufacturers have been providing their
own inference frameworks for DNN models to maximize chip computational power.
However, many advanced and high-precision DNN model structures are incompatible
with these frameworks. Additionally, ASR decoders typically used in cloud-based
systems consume substantial computational memory, posing challenges for deployment
on edge devices.
While some related works have introduced lightweight DNN model structures for
device-side usage, they often overlook the compatibility with inference frameworks of
lower-end edge devices, rendering them unsuitable. Furthermore, there has been
limited focus on optimizing decoding algorithms in prior research.
To address these gaps, my approach encompasses several innovations. Firstly, I
introduce a model structure exclusively based on convolutional neural networks,
ensuring compatibility with most edge device software development kits. I also
streamline the process by directly utilizing speech signals, thereby reducing CPU usage.
Lastly, I have refined the prefix beam search decoding algorithm by implementing a
unique pruning method using a lexicon trie and introducing a novel language model
that leverages initial letters. These enhancements collectively enable the construction
of a high-accuracy ASR decoder that requires less computational memory.
My experimental results demonstrate that this ASR system excels in model size,
recognition accuracy, and ease of deployment, characterized by low CPU usage and a
high real-time processing rate.
To summarize, my research on ASR systems for edge devices introduces new solutions
for both cloud and device-side systems. On the cloud side, I have developed a toolkit to

construct a real-time ASR pipeline. For the device side, I have designed a novel model



structure and an ASR decoder. These advancements contribute to creating an ASR
system that is lightweight, easily deployable, highly accurate, and possesses a rapid
real-time processing rate. While this study has achieved significant progress, there is
still potential for fine-tuning the DNN model’s structure on the device side. In future

work, I aim to further investigate deploying more complex models on low-end devices.
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