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Peer review stands as a cornerstone in validating academic work and ensuring the quality
of published research. The process, while essential, can be time-consuming for both authors and
reviewers. Therefore, the development of an accurate system for predicting peer review scores holds
immense potential in streamlining the process, reducing the workload of reviewers, and providing
constructive feedback to authors. This dissertation addresses the challenges associated with
implementing deep learning methods for predicting peer review scores, particularly in scenarios
where labeled data is limited. Deep learning has emerged as a promising method for developing
peer-review scoring systems. However, the requirement for substantial training data poses a
significant challenge. Publicly available datasets for peer review are often constrained in size,
impeding the creation of robust models. This research aims to overcome these challenges by
introducing innovative transductive learning approaches that capitalize on the inherent structure
within unlabeled data or insights from related tasks, enhancing the performance of peer review
prediction models. Traditional deep learning methodologies involve fine-tuning language models

(LMs) tailored for specific tasks. In response to limited resources for fine-tuning LMs, this



dissertation explores transductive learning approaches. Transductive learning aims to boost model
performance by leveraging the inherent structure within unlabeled data or insights from related tasks.
This novel approach highlights the versatility and effectiveness of incorporating diverse types of
information in machine learning methodologies. An additional challenge addressed in this research
revolves around the limitations of pretrained models, particularly Transformer-based models. While
proficient in managing relatively short sequences, these models encounter difficulties when
processing longer sequences. This dissertation proposes four distinct approaches to enhance peer
review score prediction.

The first two approaches center on semi-supervised learning methods, addressing both
truncated and full documents. Semi-supervised learning is a potent technique that combines labeled
and unlabeled data during training, leveraging the wealth of information present in unlabeled
datasets to enhance the model's understanding and overall performance. In the context of peer review
score prediction, these approaches specifically focus on utilizing ladder networks within the
semi-supervised learning paradigm. Ladder networks, a type of deep denoising autoencoder, are
characterized by the incorporation of skip connections and reconstruction targets at intermediate
layers. This architecture is trained to minimize combined supervised and unsupervised cost functions
concurrently, employing backpropagation. The study emphasizes the use of ladder networks,
particularly the I'-model, which streamlines the decoder by retaining only the top layer. This
modification facilitates seamless integration into various networks without the need for a separate
decoder. A notable aspect of this research lies in its fundamental contribution to the integration of
transformer-based models into the realm of semi-supervised learning, specifically within the
framework of ladder networks. This integration is designed to optimize the model's ability to capture
complex patterns and relationships in both labeled and unlabeled data, thereby enhancing its
predictive capabilities for peer review scores. The study's outcomes are anticipated to provide
valuable insights into the correlation between the quantity of unlabeled data and the observed
performance enhancement in both the semi-supervised baselines and the proposed models. By
delving into the interplay between model architecture, training methodology, and the availability of
unlabeled data, this research aims to contribute valuable knowledge that can inform the development
of more robust and effective semi-supervised learning approaches for peer review score prediction.

The third approach introduces a tailored form of transfer learning designed specifically for
truncated documents. Transfer learning is a powerful technique involving the training of a model on

a source task and subsequently transferring the acquired knowledge to a target task. The overarching



goal of this research is to enhance the model's capacity to comprehend and predict peer review
scores from academic texts. This is achieved by training the model on a task that incorporates a
larger set of related data, followed by the transfer of the acquired knowledge to the specific task of
predicting peer review scores. A distinctive method employed in this approach is intermediate-task
transfer learning for predicting peer review scores. This involves the initial fine-tuning of a
pretrained model on an intermediate task, followed by subsequent fine-tuning on the target task. In
this study, the intermediate task selected is the prediction of review-aspect sentiment. The choice of
sentiment prediction as the intermediate task is grounded in the observation that the sentiment
expressed in a review often correlates with the score attributed to the review. Additionally, the
dissertation introduces a technique to extract aspect sentiments from a detailed review aspect
annotation within the peer-review dataset. The experimental outcomes of this approach demonstrate
the effectiveness of each intermediate task, showcasing notable performance improvements across
all aspects of review score prediction. By strategically leveraging transfer learning with an
intermediate task that captures sentiment nuances, the research contributes to refining the model's
understanding of the intricate relationships within academic texts, ultimately leading to enhanced
accuracy in predicting peer review scores.

The fourth approach delves into the realm of transfer learning specifically tailored for full
documents, recognizing the distinctive characteristics and challenges posed by longer academic
papers. The utilization of transfer learning for full documents seeks to address the limitations of
pretrained models when confronted with extended sequences, ultimately facilitating a more
comprehensive analysis and understanding of the content. The methodological approach involves
segmenting the document into individual sentences and deriving a representation for each sentence
from the pretrained LM. These sentence representations are then concatenated into a sequential
format, serving as input for both intermediate-task training and subsequent fine-tuning on the target
tasks. This process is designed to leverage the pretrained model's understanding of linguistic
structures and contextual nuances, with a specific focus on the challenges presented by lengthier
academic documents. The experimental findings from this approach yield crucial insights,
underscoring the importance of models capable of effectively processing longer sequences. The
results suggest that such models exhibit superior performance, providing a valuable contribution to
the broader field of transfer learning for document analysis. By strategically adapting transfer
learning techniques to accommodate the intricacies of full documents, this approach aims to enhance

the model's ability to capture and comprehend the nuanced information embedded within extensive



academic papers, thereby contributing to more accurate and comprehensive peer review score
predictions.

In conclusion, this dissertation makes significant contributions to the field of peer review
prediction through the introduction of innovative transductive learning approaches and the strategic
utilization of semi-supervised and transfer learning techniques. These proposed methods are
specifically designed to tackle challenges arising from limited labeled data and the inherent
limitations of pretrained language models in the context of peer review scoring. By integrating
transductive learning, the research seeks to capitalize on the inherent structure within unlabeled data
and insights from related tasks, enhancing the overall performance of peer review prediction models.
The incorporation of semi-supervised learning techniques aims to optimize model performance by
leveraging the combined information from labeled and unlabeled data. Furthermore, the adaptation
of transfer learning, designed full documents, addresses the need for more robust models capable of
handling long document lengths. The intermediate-task transfer learning adds an additional layer of
sophistication by strategically fine-tuning the model on tasks related to sentiment prediction, thereby
improving its understanding of the nuanced relationships within academic texts. The anticipated
outcomes of this research extend beyond methodological advancements. The developed approaches
are expected to significantly enhance the accuracy and efficiency of peer review scoring systems.
This, in turn, stands to benefit authors and reviewers by streamlining the review process and
providing more insightful feedback. Ultimately, the academic community at large is poised to reap
the rewards of improved peer review prediction models, fostering a more efficient and constructive

environment for scholarly discourse and advancement.
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