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This thesis focuses on five PLM-based approaches for the Text Style Transfer (TST) task.
In any language, text serves as a medium for recording and transmitting information.
From a macro perspective, text can be categorized into style and style-independent
content. Content typically refers to the core message we intend to convey. At the same
time, style pertains to how the content is expressed, such as whether the tone is
positive/negative or formal/informal. Therefore, all TST tasks can be interpreted as
transforming an input text with an original style into an output text that preserves
content while adopting a target style. TST can include a range of sub-tasks, such as
Positive Text Reframing (PTR), Sentiment Style Transfer (SST), and Formality Style
Transfer (FST), depending on the type of style pair involved. Building upon a review
and analysis of the existing research in TST, this thesis proposes two methods for
fine-tuning and three studies based on prompting techniques.

Chapter 1 introduces the definition of text and TST, surveys three main approaches in

previous research, and illustrate the applications of TST. To demonstrate the innovation



and motivation of our five research works, we first, in Chapter 2, review and summarize
the previous approaches based on pre-trained language models (PLMs) to TST tasks
before presenting each of our works in detail.

Following the decomposition of the PTR task, we introduce a novel fine-tuning method
and a data augmentation strategy for auxiliary tasks in Chapter 3. Unlike previous
methods that directly perform end-to-end fine-tuning of PLMs using parallel datasets to
model the PTR task, we first analyze the PTR task and decompose the transformation
process into two sub-tasks: paraphrase generation and style transfer. Furthermore, to
enhance the model's performance in these sub-tasks, we constructed two
pseudo-datasets using existing paraphrasing and sentiment datasets for further
fine-tuning of the PLMs.

While decomposing the PTR task at the task level provides the aforementioned
advantages, the overall performance of the model may be influenced by the quality of
the two pseudo-datasets. If the data used for training the auxiliary tasks is of low
quality, it may adversely affect the PLM's performance on the PTR task. To this end, in
Chapter 4, we propose a new disentangling training objective based on fine-tuning to
mitigate potential errors introduced by pseudo-parallel data augmentation and to rely
only on the PPF dataset. Furthermore, to enable the model to learn the more precise
and fine-grained data features implicitly embedded in the PTR sentence pares, this
approach uses contrastive learning to constrain the hidden space of the Transformer
model, effectively separating style representations from content hidden states, and
controlling the generation of sentences with the target style representations. Through
experiments, we found that our fine-tuning method improved the style transfer
strength of the model on two different PLMs (BART and T5). Compared to the baseline,
the model was able to generate more fluent sentences.

While the large language models (LLMs) are inherently a special case of PLM, their
superior generalization ability offers significant advantages compared to fine-tuning
large models, which are more computationally expensive. In contrast, prompting-based
methods can efficiently improve overall model performance. Moreover, since these
methods do not rely on parallel datasets, LLMs based on prompting can be applied to a
wide range of downstream tasks. Therefore, in Chapters 5 through 7, we explore three

different prompting strategies in TST sub-tasks such as SST, and FST.



We first analyze the characteristics of the SST task and find that for the same model or
prompting pipeline the difficulty of transferring varies along the diversity of input
sentences in Chapter 5. Especially, we define an intuitive method to assess the transfer
difficulty of a specific case. For the more challenging transfer cases, we decompose the
language model’s operations into two steps, reduction and synthesis (RS). To implement
our idea, we propose a novel Plug-and-Play strategy. The experiment results on two
popular SST datasets, Yelp and Amazon, demonstrate that our RS pipeline improves the
style transfer strength of the baseline model in more complex transfer cases.

In Chapter 6, we refocus on the prompt template and aim to enhance the baseline's
performance on the SST task by improving the quality of the prompt templates. To this
end, based on a review of previous prompting strategies, I explored the usage of the
aspect-based sentiment analysis (ABSA) model for constructing dynamic prompt
templates. This strategy mitigates the limitations of static prompts, which often fail to
adapt accurately and effectively to diverse input cases. Similarly, we also investigated a
new variant of dynamic prompting, in which the ABSA model is applied to the
self-refinement algorithm to dynamically construct refinement prompting templates. In
contrast to the use of self-refine in Chapter 5, the feedback is predicted by the ABSA
model rather than generated by the LLM based on the examples provided in the
prompt.

The approaches introduced from Chapter 3 to 6 focus on a specific TST sub-task related
to sentiment. To fully harness the generalization capabilities of LLMs, we further
investigated the performance of LLM-based prompting methods across four different
TST sub-tasks in Chapter 7. Based on two fundamental perspectives, disentanglement,
and entanglement, we utilize a chain-of-thought (CoT) approach to directly decouple or
couple the content and style components of the input sentence at the linguistic level. We
then design two prompting methods to implement the disentangle and entangle
pipelines. Through experiments across seven datasets for TST subtasks, we analyze
the performance of these strategies both individually and in combination and
demonstrate their effectiveness.

Lastly, in Chapter 8, we present a comprehensive summary of the five research studies
discussed above. Through analysis from three distinct perspectives (dataset, model, and

evaluation), we systematically assess their strengths, weaknesses, contributions, and



limitations, while identifying promising directions for future research.
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