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Portrait photos are widely used in social daily life for various applications. Most of standard portrait
photos are made up of hair, face and the half upper part of body, which are used in formal occasions, such
as applying for job and various certificates. Recently, with the development of Internet and mobile phone,
taking selfile, making various styles of corresponding caricatures and displaying caricatures in social or
commercial applications are more and more popular. In addition, how to collocate upper clothes
(especially for collars) with corresponding faces and hair styles, and how to find desired upper clothes
with appropriate collars are interesting applications.

As e-commerce develops quickly, more and more consumers are searching online shops for clothes
items. Collar is a crucial part of the clothes due to its horizontal perspective position closest to the
observers ’eyes and serving as the frame for one’s face in portrait photos. Searching for desired clothes
with appropriate collars is very important for recommending clothes collocation. Many sites support
keyword-based searches, but items in online shops often lack specific design-related tags and include
technical names that few shoppers are familiar with. One image search approach that researchers have
proposed as visual query-based alternatives to keyword-driven searches is the Content-Based Image
Retrieval (CBIR) method, which involves expressing image content in feature vectors and then
comparing the similarities between various images. Although CBIR methods eliminate the need to build
queries out of keywords or other linguistic information and allow users to search for visual information
with visual information input, their efficiencies largely depend on the quality of the feature vectors, and it
remains to be challenged to extract the image features capturing the design of clothes well. Some
researchers have attempted to use color and texture, but few researchers have delved into the possibilities
of developing feature vectors to capture the designs of clothing in detail. The first contribution of the



thesis focuses on capturing the image features representing details of the collar designs. Three types of
collar features are designed, which are Sift feature, Saliency feature and Saliency-Sift feature. In addition,
a prototype of clothes image retrieval system based on Relevance Feedback approach and Optimum
Forest algorithm is also developed to improve the query results iteratively. A series of experiments are
conducted to test the qualities of the three types of designed features and validate the effectiveness and
efficiency of the RF-OPF prototype from multiple aspects. The evaluation scores of initial query results
are used to test the qualities of the feature extraction methods. The average scores of all RF steps, the
average numbers of RF iterations took before achieving desired results and the score transition of RF
iterations are used to validate the effectiveness and efficiency of the proposed RF-OPF prototype.

Portrait caricatures have been serving as icons, avatars and so on in real life and internet. Most
caricature synthesis systems are based on photo-transformed or example-based techniques. Recently,
style-transfer-based and deep-learning-based techniques have also been developing rapidly. While
photo-transformed systems are difficult to be generalized for synthesizing different caricatures of
expressive styles, traditional example-based systems require photo-caricature pairs and suffer from the
difficulty of obtaining sufficiently large databases of images for use as teaching pairs. Style-transfer-based
systems mainly transfer colors and textures and cannot transfer geometric information from the example
caricatures. Developed deep-learning-based systems also require huge quantities of paired samples for
training. The second contribution of the thesis is a new caricature synthesis system under example-based
framework based on the feature deviation matching method, a cross-modal distance metric, which
employs the deviation from average features rather than the values of features themselves to search for
similar components from caricature examples. The contributions of this proposed framework are: 1. The
newly proposed cross-modal distance metric called feature deviation matching technique makes it
possible to generate various styles of caricatures under the conventional example-based framework
without requiring paired photo—caricature training sets. 2. By focusing only on the perceptually prominent
features, the designed feature vectors are robust and effective for capturing the visual features of input
portrait photos. 3. The proposed system enables users to control the exaggeration of individual facial
components. Various combinations of individual facial and hairstyle components, based on different
exaggeration coefficients and similarity rankings, can provide users with different candidates to satisfy
their particular preferences; this has not been achieved in most existing style-transfer-based and
deep-learning-based approaches. Extensive experiments are conducted to evaluate the results: 1.
Similarity of the three types of caricatures (expressive, photo-realistic and drawing) with input portrait
photos. 2. Comparison with the paired-example method. 3. Effectiveness of the designed hair and facial
component features.

Retrieving similar or desired clothes images according to users’ input clothes images is popular for
online shopping. Collocation recommendation or evaluation systems are advanced applications developed
from retrieval modules. Most existing recommendation systems are designed for clothes component or
clothes-situation collocations without considering personality. In other words, they do not consider the
factors of personal faces, hairstyles, body sizes and so on. Different people with different hairstyles and
different clothes will also give us different impressions. It is necessary to recommend or evaluate clothes
collocation according to personal faces, hairstyles and body sizes, which are very important for clothes
collocation. Based on the above considerations, the third contribution of the thesis includes three
preliminary frameworks based on deep learning techniques for evaluating portrait photos and
recommending appropriate upper clothes according to input face photos.

In summary, this thesis focuses on the portrait photos and designed a set of hand-crafted as well deep
features and developed the state-of-art learning frame works for retrieving desired clothes with
appropriate collars, generating various types of extractive caricatures and evaluating portrait photo and
upper clothes collocation. The effectiveness of the proposed features and algorithms have been evaluated
through carefully designed subject experiment and the limitations are discussed in the thesis.
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