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FAGRINEDEF

This thesis consists of three works. The first work presents an unsupervised method
for identifying a proper sense in a document called "Domain-specific senses (DSS)" to
resolve the traditional methods do not perform well to transform documents to vectors.
The work consists of three procedures following as 1) Pre-processing, 2) Calculating
sense similarity, and 3) Ranking sense scores. The goal of pre-processing is to make a
sense list for each category. The method utilizes PageRank to identify domain specific
senses. Its input is a graph whose node is a sense extracted from the WordNet and the
edge is the semantic similarity between two senses. The author calculated the semantic
similarity by utilizing Word Mover’s Distance. The method was tested on WordNet 3.1
and the Reuters corpus. The result of the sense assignment on Reuters corpus obtained
by the method attained 1.5 improvements on the Inverse Ranking Score (IRS) over the
Cosine approach.

In the second work, a semi-supervised method is proposed to identify DSS. Because

most results from unsupervised learning methods are not effective and they have room



to improve the overall performance. This work addresses the problem and proposes an
approach for improving performance based on deep learning. It consists of four
procedures following as 1) Pre-processing, 2) Producing embedding 3) Building a graph
with an adjacency matrix, and 4) Predicting categories and propagation.
Pre-processing is to extract senses and glosses in the WordNet from given categories.
Each word extracted from the documents of RCV1 is annotated for POS and is
lemmatized using Stanford CoreNLP. Noun and verb words are chosen and used to find
their senses and gloss texts from the WordNet. For each category, noun and verb words
are extracted. The sense embedding is learned by using bert-as-service. Bidirectional
Encoder Representations from Transformers (BERT) is a type of neural network model
for pre-training language embeddings developed by Devlin et al. BERT is applied to
learn the feature representation of gloss texts to build sense embeddings as an input for
the prediction stage. In this work, the pre-trained BERT model. BERT-Base is used,
Uncased (L=12, H=768, A=12) which represents a model consisting of 12 layers, 768
hidden units, and 12 attention heads. BERT's input formatting has two important
special tokens consisting of [SEP] that is used to indicate the end of a sentence or used
as a separator between two sentences. [CLS] is used to indicate the beginning of a
sentence. Both tokens are inserted into a sentence after that token embeddings, the
segment embedding, and the position embedding are summed up to build input
embeddings. The author used input embeddings that have four dimensions including
the number of layers, the number of batches, the number of tokens, and the number of
features for creating sense embeddings. The pooling strategy is the average pooling on
the second-to-last layer to obtained sense embeddings. The third step is Building a
graph with an adjacency matrix. The co-occurrence matrix between senses is created,
each of which meets three criteria: firstly, target senses and their POS are found in
RCV1 documents. Secondly, they have the same category. Thirdly, each document
contains more than one sense. By utilizing sense relationships, an adjacency matrix is
created by converting the non-zero value in a co-occurrence matrix equal to one. The
final step for determining domain-specific senses to predict each sense on a graph using
a neural network model. The APPNP model is utilized in this work because it is based
on the GCN model that is a very powerful neural network even 2 layers of GCN can

generate useful feature representation of nodes on graphs and it also solves the lost



focus issue with PPR. Sense embedding is used which is the result from the second step
as an input and then training with the APPNP model that predicts a proper category for
each sense. The experimental results show that this approach works well and attain a
0.647 Macro F1-score.

The third work of the thesis focuses on the influence of DSS on text categorization.
The experiments are divided into two sections. The first section is to apply DSS from
unsupervised learning to the text categorization task to examine how well the
automatically acquired sense contributes to categorization accuracy by comparing one
of the WSD techniques, Context2vec. Whereas the second section is also to apply DSS
from semi-supervised learning to the text categorization task and is compared the
results between semi-supervised learning and unsupervised learning. The text
categorization task with unsupervised learning has empirically proven that DSS can
achieve a better performance than the WSD method. The DSS results attained at
F-score 0.745 for 442 senses, furthermore, when applying the text categorization, The
result of the categorization accuracy at the Macro F-score is 0.832 that exceed the WSD
method 0.053. Whereas the text categorization task with semi-supervised learning has
also proven that DSS can reach a better performance than unsupervised learning. The
DSS results show that the method can improve text categorization performance as it
achieved a 0.918 Macro F-score and 0.142 improvements compare with the CNN

baseline model.
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